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The research presented in this report was conducted underDPrOJect
METTEST (Methodological Issues in Criterion-Referenced Testing), under
the auspices of the Unit Tralnlng and Evaldation Systems (UTES) Technl—
cal Area of the Army Research Instltute for the Behavioral and Soc1a1
Sciences (ARL).. The goal of Project METTEST is to prpvide quantitative
methods for evaluating unit proflclency. The means for ach1ev1ng this
goal include basic research in test construction methodoloqy, measure-
ment and scaling models, and decisionmaking implications of test score,
1nterpretat10n. ART Techn1ca1 Paper 306 is the initial publlcatlon on
the project. . =

, Related, ongoing programs within the UTES Technical Area include
evaluation of small combat units under simulated battlefield conditions*
(REALTRAIN) , qualification of tank gunnery crews and revision of Table
VIII (IDOC), and improving the standardization and reliability of the
Army Training and Evaluation Program (ARTEP).

1t

Ant1c1pated future research under Project METTEST includes the

'development of a computer-programed model for performance evaluation

and several additional 6.1 basic research grants for the development
of measurement, scaling, scoring, decisionmaking, and quality control

.models for use in performance evaluations when criterion-referenced

testing procedures are employed.

The present research was conducted by personnel of the UTES Tech-
nical Area as an in~house research project, under Army Project
2Q762722A764. G. Gary Boycan supplied a key creative insight into the

"misclassification problem." An earlier version of this paper has been
printed in the Proceedings of the October 1976 Naval Training Equ1pment
Center (NTEC) Conference. /
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& BAYESIAN METHOD FOR.EVALUATING TRAINEE PROFICIENCY

BRIEF

Requirement :

The educational decisiofimaker typically wants to know if a student
can perform a job at some prespecified level of acceptability. If the
student's test score is above the minimal passing standard, the indi-
vidual may be classified as a master--otherwise, as a nonmaster. The
present paper describes a mathematical model that provides maximal
classification accuracy with the least number of test items or trials.

Classification Model: . . . .

Estimates of several .ariables must be provided as input to the
model, which is derived from Bayes' Theorem. Two of these variables
are probability estimates: the prior expectation of selecting a master
from the student populatlon and_the condltlonal probability that a known
master would answer a randomly selected test item correctly. Two other
variables~-the minimal passing standard and the number of test items--
are under some degree of control by the tester. Furthermore, the effect
of the .latter two variables is an interaction, because the model shows
that classification accuracy is not invariant over different test lengths

when the same percent correct score is attained by examinees.

)
_Findings: ‘ .
®
A computer simuldtion of the model demonstrated the effects of -
simultaneously varying fiye variables on classification accuracy. The
arbitrary nature of defining the criterion for mastery as'a percent
.correct test score was critically evaluated. Testing may .be irrele-
vant in situations where the test length is less than the minimal num-
P . ber of items.

Utilization of Findings: - _ {
. Yoo
“Phe model shows explicitly the-risks involved in using a given
length of test once the tolerance for misclassification error has be&én
spe01f1ed by the examiner. 5

O . - (2l
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A BAYESIAN METHOD FOR EVALUATING
TRAINEE PROFICIENCY

INTRODUETION SRR

No instructional system is complete without a strong testing com-
ponent. Any student who begins an instructional program should be
able to achieve all the objectives that the program was designed to
teach. However, some students may require remedial or other supple-
mentary instruction to master all of the objectives, even though the
program was carefully developed. Furthermore, during the development
of the instruction, test data from prospective students are required,
first to revise and later to validate the instruction. ‘ To support the
instructional development activities and to make decisions about the
abilities of students who have completed instruction, a powerful test-
ing ‘program is necessary. -

The final desired output of a test for a given examinee is infor-
mation that can pinpoint ability to do whatever is required by an ob~-
jective. That is, the examiner observes a test score and then infers
the ability of the examinee. This paper outlines a "Bayesian" method

" for drawing such inferences. It also discusses and illustrates the

adequacy of the method as a function of the number of test items ad-
ministered and the effects of the tester's bellefs about the quallty
of the examinee populatlon on the inferences drawn.

- ~

Using the Bayesian method,-the testers hypothesized varying num-
bers of ability groups so that the classification of examinees into
these ability groups is most useful to the overall instructional sys-
tem. For example, the simplest case is to classify examinees into two
groups, the first group contalnlng those who have mastered the objec—
tive, and the second containing those who have not. Alternatlvely, one
could hypothesize three groups, consisting of masters, nonmasters, and
an intermediate group containing.people whose skills are almost satis-
factory and, who could be brought up to the mastery level with relatively
little additional instruction. The Bayesian model presented in; this. :
paper explores up to three levels of mastery, although thlS nimber
could easily be expanded. The model also explores the gffects on de-:
cisionmaking (correctly classifying masters and nonmasters) - if more
than two ability levels have been hypothe51zed but are then collapsed-
td form just two groups—-masters -and nonmasters.

-

1]

TRAINING TO MASTERY

Ideally, the educational decisionmaker wants to know if a person
(student, trainee) can do a job at some prespecified level of accepta-
bility. A student who scores above the minimal passing standard on a
test may be classified as a master; if the score is below the minimal

-]

l .
12 L
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pa551ng score, ‘the stﬁaent would be termed a nonmaster. -But since data
always have some error var1ab111ty, mlscla551f1cat10ns are 11ke1y to

<. &
s occur. . Sy y . —
. & e N ) - .. v . D ) )
Fp T | e - Q . e : , .
VU e s 2 A ' R s~ .
‘ - St (3 T : ) - True .
o s . ., .7 .~ . . ~ecompetency state
A -: e h S84 : o N
BoTE . S > v - ) Non-
o T T CT Master -  master
B * . . a e .
. .ﬁ.M o . True "False
C ‘ - : . ° Master o L
hed o . : ~. | "positive ositive
. Classification based -~ P P . P
on te$t score . \ 4 -
. . . “Nonmaster - False True
o © v . 5' negative |negative

'Idealiy, the probabiiity of a true positive should be much greater than
that for.a'false positive, and the probability for a true negative
should be much greater than that for a false negative.

D . .

To evaluatgﬁhow well our testing program achieves this goal, we
want to be able to infer as accurately ag possible the conditional
probability of the mastery {or nonmastery) state, given the test score
data, p(M1|T), p(M2|T). Our first problem is what amount of data is
this probabilistic inference based upon? Suppose that the passing
standard was 80% of the test items correct. - A student with 33 out of
40 items correct would pass and would be classified as a master. .Now
suppose that on another form of the test (or a test given over the same
material by another instructor), another student gets 25 out of 30 test
items correct. This student would also have met the 80% correct cri-
terion and would be classified as a master. The model presented in
this paper will show that the p(MlIT) varies systematically with the
number of test 1tems, along with the minimal percentage correct for _
pa551ng. : . . »

We may also ask: How is the accuracy of inference about mastery
affected by postulating more than two states (mastery and nonmastery)?
and can the data from various states be combined without seriously. af-
fécting the final p(Ml[T) inference? For example, suppose that there
are .intermediate states of partial mastery. The following decision
model shows that p(MllT) can be more validly estimated when the mastery
states are processed independently, but that- educational decisionmakers
will not sacrifice very much classification accuracy if indeed- they do

" dichotomige multichotomous data. We suggested that defining an inter-
mediate group which required minimal remediation might be useful for
some instructional systems. The model shows that the probability of
being in the mastery grdup when indeed the datum was a test score ,

&
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) <obta1ned by a master will be increased if the_other data are processzd
"independently. The concept of "independent processing"” requ1res‘that :
. all nohmastery groups maintain their lntegrlty,agatherélhan being ag-
gregated into one generalyzéd nonmastery group. 4 .
. h - . . —
. —_ ‘
. ( . CONSTRUCTION OF THE MODEL -
» 1’ A - ‘ . l
Bayes' Theorem . ' “
The statistical model which we have applied for classifying students
£ - h \ into. mastery and nonmastery groups, given ;héir test scores, is based
upon a form of Bayes' Theorem: . ) . N ?
p(ML|T). = p(T[Ml)p (M1) N

[p(TIMl)p.(Ml) + p(TlMZ)p(MZ)]
Here we agsumed that the two states of nature (master and nonmaster)
aré mutually'exciusive and collectively exhaustive, and that T is the
test score observed. , We also assume that the test is dichotomously ’
scored and that the items are independent. A correct response is de-

. noted "1," an incorrect response is denoted "0," and the total test
score is simply the number of correct responses. What we seek to find
is the term on the left, the probability that:a given student is a mas-
ter, having been given his test score.  To find it, we need an estimate
of the prior probability of mastery (p(M1)) in the population of stu-
dents from which this student was drawn. -The prior probability of mas--
tery can be considered the proportion of students in the examinee popu-
lation we think are masters. For example, i¥ our instruction were very
good, the prior probability of mastery would be high, and most of the
students who completed the instruction should Have mastered the objec-

. tive.» The actual number spec1£1ed for the prior probabllxty of mastery
may be an informed guess based on experlenCe, or it may be based on the
emplrlcal results of tests given to previous classes of similar students.

M)

We must also estimate the conditional probability of a certain
test score, given that the student whg receives that score is a master.
For example, if only one item is administered, the conditlonal proba-
bility of a score of one correct, given that the student was a master,
is simply the probability that a master responds correctly. We may
estimate this conditional probability empirically based on previous
student ‘groups, or we may provide a best guess as to how ‘well masters
perform, or this conditional probability may reflect a minimal standard
of achievement. We shall show how the p(MIT) will vary as a function
of the prior expectations of the tegter, number of test items, and con-=
ditional probabllltles, p(TlM), after an example to illustraté the
computations.

o . : : %,
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Suppose that a student chosen at random from a trainee gpopulation )
is given a criterion-reference test, and that he passes the test. '
Given the results of the test, what is thé probability that the stu-
dent is indeed a master of that ‘particular gourse of instruction? To
¢ calculate the probability, we obtain tbe following information from
the educational expert who administered the CRT:, The probability that -
a master would obtain a passing score = .90, (p(T|M1) = .90); the proba- 47
bility that a nonmaster would obtain a passing score = .Q5, (p(T|M2) = - s
.05) ; and-the prior probability of andomly selecting a master from 5
this trainee population is equal toMg70, that is, we believe that 70% !
of this and similar previous txg bopulations may be assumed to be
-composed of masters. .Substitutig

’ ' ‘. * :‘9 X -7
: ) p(u1|T) "9 x .7+ .05 % .3 "

t
v
Ry

équals .977. Hence, before qpe test score was available, the proba-
biiity that thi's student was a master was .70, but after a passing score
was “observed|, the probability that this person is a master has increased
to .977. (The probability of this 5tudent's being a nonmaster, given
the same passing score, p(M2|T), would be equal to 1 - .977 or .023.)

o To generalize the Bayesian approach to a wide variety of applica-
tions in evaluating training effectiveness, two additions .must be made
to the basic formula. These additions are the number of ‘trials or items
on ‘the test (N), and the number of.hypothesized mastery states (S). The
derivation of the general Bayesi formula for this purpose was origi-
nally presented by Hershmanl: o

N.
' - T p(Milty)
o1 3 .
~ . pmi|D = . TR
: o N-1 o 'Eip(Mlltj)
. N . ”p(Mi) pX : 1

i=1 pMi)Y

In this formula, p(MiItj) equals the conditional probability of a- per-
son in the ith mastery state getting the jth test item cofrect; p(Mi)
is the prior probability of the representation of the ith mastery state
in the student population (the percentage of students who are estimated

1Hershman, R. L. A Rule for the Inte%figipn_of Bayesian Opinions.
Human Factors, 1971, 13, 255-259. .




Aruitoxt provided by Eic:

ERJC

7)
to be in the ' ith mastery state); and p(MilT) is. the conditional proba-

bility. of a particular student being in-:-the ith mastery state given his
total test score. A computational example showing how the fo;mdia is

. applied for three mastery states Jig given in the agpendlx.

.domly selected item correct, denoted as p(thl) Values for both the

that w1ll handle up to five states of mastery.)

Variables of Intexest in the Present Simulation

N

In the typical 51tuat10n for evaluatnng training proflclency, the _
tester has some control over the number of items or trials that he will
include on a test. In a performance-based test, each trial mgg}be rather
expensive ' (sugh,K as tank gunnery or field artillery, where each shell
costs over $10 ), and so the tester will be obliged to use a minimum
number of trials to meet His decisionmaking requirements. Congequently,
we examined the effect on p(M|T) when N took on values of 5, 10, 20, and
40 trials. . P

The tester also has responsibility for assigning reasonable values
to the prior probabilities of mastery,”denoted as p(Mi), and to the con-
ditional probablllties of a’known master (or nonmaster) getting a ran- .

prior and conditional probabllltles were systematically manipulated in
the present simulation.

p
The number of mastery states is a va%iable which the trainer and/or,
tester may also.set. In some measurements of trainee proficiehcy it
may -be most.. approprlate to dichotomize on an all-or-none basis, wheread"
other training evaluation contexts may suggest a “pass, give refresher
tralnlng, recycle failures through complete tralnlng" trichotomy. More
than three mastery states may of course be hypothesized, but the compu~
tations in the present and all other models of proficiency evaluation
become extremely complex. (However, we are developing a ¢omputer program

'«
! The dependent variable of main interest is the percent of items
answered correctly. The tester may decide that 70% is a passing score.

But the 70% value is not an absolute standard, since it is dependent

upon the number of test items and the prior and conditional probability

estimates. -In the present simulation, three values of percent correct
observed scores were used: 60%, '70%, and 80%.

ghanges in p(MJT{, Assuming Two Mastery States
R : ;

' The fundamental purpose of the present study was to investigate how
the probability of mastery classification changes as a function of the
simultaneous manipulation of up to four parameters (independent vari-

ables). The scope of the study is not exhaustive, since only several

values of each of the four variables were used. However, some general
trends do seem to emergé,_as‘can be seen in the following figures.
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Figures l 2, And 3 show .the results oﬂ applylng the model to a
situation in which only. twqﬁgastery groups (mastery and nonmastery)
have been hypothesized. The data poin epresent the probablllty that
a trainee is a master, given (condi onal upon) his total test score, »

. P(MTTQJ/ The lines show how the P(M T) changes as a functron of varia-
- tions in the four parameters. prior expectation of mastery; the per—
_centage correct items observed, the conditional probabilities of both

~ a master and a nonmaster responding correctly to an 1tem, and the num-

ber of %tems comprlslng tHemtest. : ;ﬁg !

Flgure 1 represerits a testing Situation in whlch the tralnlng was 7 .
of extremely high quality, since-the proportion of masters in the- train- .
ee population was assumed to ‘equal £.9. That- 1s, p(Ml1) = 0.9. Fig- )
ure 1A portrays the situation in which both masters #hd nonmasters heve
attalned a rather high degree of proficiency, since the probability of
a master responding correctly to any given item is O. 9, and the proba-

- bility of a nonmaster responding correctly is 0.6. If a person scores
80% on a S-item test, the probability that he is a master is approxi-
mately 91 This probablllty drops to .65 if a 60% score on 5 items
(3 out of 5 correct) is obtained. Note that when the test length is-
increased to 40 items, an 80% score (32 carrect) produces & .99 proba-
bility of mastery. . However, a score of 60% (24 correct] yields an es-
sentially zero probability of mastery. The effect of thgyteét length-
variable on classification accuracy is dramatic:. If qhe p(M]T) had to
be at least 0.5 for a person to be called a master, then scores -3 60%
on a 5-item test would lead to mastery classificatlon.; Buf.a’ 60% score
on a 40-item test-would lead to ﬁfnmastery cla551ficat10n.~ ﬁf@,'

Figure 1A also illustrates the effect of "prior bellefs" on p(M[T)
One, mlght suppose intuitively that the chances were'gpsh,hlgher that a
# person who obtained a score of 60% (even from a S5-ifem test) came from

a population whose probability of correctly answering an item was 0.6

than from a population whose probability of answering an item correctly

was 0.9. ' However, the relative proportions of the two groups (expressed

as prior belief in mastery and nonmastery, or p(M1) =..9 and P(M2) = .1,

"" respectively) are such that the probability of a. person beihg in the

mastery state is approximately 0.65 for a score of 3 correct (60%) on
a 5-item test. Only by increasing the number of test items can the «
strong prior bias in favor of the mastery de01sion be reversed. Fig-
ures 2A and 3A show what happens when prior bellefs are not so heavily
biased in favor of mastery. 1In neither case is, the probability of being’
in thé mastery state above 0.5 for scores of- less than 80%. But Figure
1A suggests that when prior beliefs heavily favor one grbup over the
other, longer length tests should be used. Otherwise, the amount of
data may not be sufficient to force a change #n the originally held
prior beliefs.
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The effeci of changing the prior beliefs concerning the proportion
of masters andRnonmasters in the examinee population, while holding.all

other parameters constant, can be seen by comparing corresponding Graphs
A, B, C, and D in Figures 1, 2, and 3 ‘\ ’

" The impact of prior information on classification accuracy is very
significant: positively so,.if the priors are accurate; and unfavor-
ably, if the priors are inaccurate. Novick and Lewis? claim that if
the criterion level for mastery is kept constant, then low priors will
require high test scores to convince the (skeptical) decisionmaker that
the examinee has attained the criterion level for mastery.‘ Further,
(ﬁlgh priors will allow lower test scores to convince a (Less skeptlcal)
decisionmaker that the examinee had attained the same criterion level
for mastery. In summary, if prior information is strong but inaccurate,
‘then longer tests will be needed to overcome this bias; but if the
prior information is strong and accurate, then test lengths can be re-
duced (by 50%, for example) relative to the number of items that would
be required to reach the same decision with no prior information.

The effect of changing the probability of a correct response,
p(l|M1), can be seen by comparing Graphs A, B, C, and D for Figures 1,
2, and 3. For example, the only difference between Figure 1A and Fig-
ure 1B is that the p(1|Ml) changes from 0.9 to 0.8, all other parameters
being held constant. (This change might reflect a lower level of re-
quired proficiency and, hence, less training, for ‘Graph B than for A.
Or perhaps previous test results indicate that masters of the instruc-
tion respond to items with a probability of correct response equal to
0.8 rather than 0.9.)' In any case, the effect of this small change in
the p(l|Ml) on. the p(M|T) is readily apparent. For any test length or
observed test score, the probability of being in the mastery state is
greater in Graph B than in A. This shift is most obvious for the 70%
observed-correct curve. Notice that p(MIT) on Graph A for an observed
score of 70% (28 out of 40 correct) is approximately 0.04. However,
the value for p(M|T) in Graph B for 70% of a 40-item test correct is
0.87. .

The main reason for this abrupt change from Graph A to B (in-Fig-
ures 1, 2, and 3) is the lowered requirement for mastery, from 0.9 to
0.8. The probability that "0.9 persons" score only 70% correct on long
tests is relatively low. But when masters are defined as those trainees
who come from a.population with a probability of responding correctly
equal to 0.8, the probability of their scoring 70% on a long test is
high. One of the most -difficult jobs for an instructional designer is

2Novick, M. R., & Lewis, C. Prescribing Test Length for Criterion-
Referenced Measurement. 1In C. W. Harris, M. C. Alkin, & W. J. Popham
(Eds.), Center for the Study of Evaluation Monograph Series in Evalua-
tion, III: Problems in Criterion-Referenced Measurement. Los Angeles:
U.C.L.A. Center for the Study of Evaluation, 1974.
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. to describe the level of capability required of gra&ﬁates and the level
of capability actually achieved. Comparison of these graphs indicates
the magnitude of the effect that these specifications can have on the
classification of trainees. . :

"Graphs C and D of Figures 1, 2, and 3 further illustrate the ef-
fect of variations in the probability ¢f correct responses. The only
difference between Graphs B and C is that the probability of a correct
response from a nonmaster decreases from 0.6.to 0.5.« ' The effect of
this decrease in correct response probability from a nonmaster is to
increase the probability that.someone with a score of 70% or 80% will
be a master. Note that the 70% and 80% curves are higher in Graph C .
than in B. Not evident from the graphs is the additional result that
nonmasters are less likely to achieve a high score in C than in B, since
p(1|M2) = .6 in B, and p(1|M2) = .5 in C. Finally, Graph D portrays an
extreme .case in which neither masters nor nonmasters are responding at
particularly high levels. However, the level of performance for non-
masters is so low (0.4), that even for observed scores of 60% the proba-
bility of being in the mastery state exceeds 0.8 for all test lengths,
except for 5 and 10 items in Figure 2, and 5, 10, and 20 items in
?igure 3. ‘

Further detailed analysis of these figures is not included in this
paper. In comparing the 12 graphs against each other, note the magni-
tude of the changes in p(M[T) when small changes have been made in the
prior beliefs, in the correct response probabilities, and in the percent
correct observed responses. The implication is that extreme care must
be taken when Specifying parameters in*.a Bayesian approach to testing
and decisionmaking. If the parameters are realistic, great savings in
_testing time and expense, and increased confidence in decisionmaking
are possible (Novick & Lewis, 1974) . However, if the parameters are
not realistic, there is a very real danger of misclassifying many ex-
aminees. The next Section of this paper deals with an elaboration of
the model td three mastery states, thus helping to quantify sources
of classification error. :

Elaboration to, Three Mastery States s

Figures 4, 5, 6, and 7 represent cagses for which three mastery
states have been hypothesized. In. Figures 4 and 6 the probability of
a correct response for a person assumed to be in mastery state Ml
equals 0.8; for mastery state M2 this probability is 0.6; and for mas-
tery state M3, it is 0.5. These values could correspond to the situa-
tion in which the nonmastery group-was divided in half. That is, those
persons whose probability of getting any given item correct is 0.5
(compfising mastery state M3) would need extensive retraining; whereas
those whose probability is 0.6 (comprising mastery state M2) would
merely need selective retraining. - People in mastery state M1 have a
probability of 0.8 for making a correct response and may therefore be
considered as "masters" who have successfully passed training.

( ;.,.~=. . ’ l l
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For Figures 5.and 7, the corregbonding,probabiﬁities of a correct
‘response £or ‘People in mastery statés M1, M2, and M3 are 0.9, 0.8, and
. 0.6, respectively. These probabilities might describe a situation in
which the migtery group was dichotamized, perhaps in an attempt to iden-
tify those‘gtgdentsfhho had achieved "an exceptionally high level of pro-
ficiency, ike., p(1|M1) = 0.9.

% 1n ng ¢s 4 and 5, the prior probabilities (or assumed proportions)
of examineesk}n each mastery state are: p(Ml) = 0.5, p(M2) = 0.3, and
: p(MBx_F 0.2. %In Figures 6 and 7, the corresponding prior probabilities
are (25, 0.0, and-0.25, respectively. The prior values in Figures 4
‘and "5M31 “azbias toward higher levels of mastery (50% of the ex-
amineeg are assumed to be type Ml masters), whereas the bias in Figures
6 an@y i 4ard the intermediate level of mastery (50% of the examinees
are asBumed ¥o be type M2 masters). :

eoe : .

)& analysis of Figures 4 and 5 provides .the basis for an
interpretatiq:'oﬂ Figures 6 and 7, which is an exercise left to the
reader. The¥three graphs labeled A, B, and-C represent the probability
that gﬂ'indigidigl is in mastery state M1, M2, and M3, respectively.
Graph D represents the probability that a person is in mastery state
Ml after maste;? states M2 and M3 have been combined into one composite

state., o N
e, 5 .

e . o A
¥ K 5 K

Graph A uf'Figure 4 shows the probability that an individual is
in. mastery Té’%ﬁMl, given observed scores -of 60%, 70%, and 80% correct
-on, 5-, 10-,:.207, and 40~item tests. Thus, for an observed ‘score of 4
out~of 5 coMeect;, the probability that this’person is in mastery state
Ml.is about 0.65. But if this same person scores 32 out of 40 (still
0% corxect), the probability that he is an M1 master jumps to 0.98.
%ge X &s s are similar to,those obtained. when two mastery groups
were yWathesized, and again illustrate the effect of increasing test
length on the level of confidence in. the mastery classification p(MlT).

The probability of being in mastery state M2, given observed
scores, is plotted in Graph B. If a person got 4 out of 5 codpct, the
probability of being in state M2 is about 0,25. However, if he got 32
out of 40 correct (still 80% correct), this probability plummets to
0.02. PFinally, using these same test score vélues, Graph C shows that
the probability of being a type M3 master is 0.10 for 4 out of 5 cor-
reect, and nearl§ zero for 32 out 40 correct. This result makes in-
tuitive sense, because there is only 20% of type M3 (non)masters in
the examinee population, and the prqbability of their getting any item
correct is only 0.50, which is a long way from 80% observed correct.

‘fﬁﬁtice that for any given test length and percent correct, the
sum of the probabilities of being in states M1, M2, and M3 equals 1.0.
Comparison of Graphs A, B, and C shows that when either 70% or 80% of
the items for any test length are correctly answered, the probability
of being in state Ml is greater than the probability of being in either

[



state M2.or M3. That is, both the 70% d 80% curves are higher in
Graph A than in either Graph B or C. F an observed score of 60%,
the probability of being in state M2 is greater than for Ml or M3.
The probability of being in state M3 is rather low for all values of
test length and percent correct observed in this particular example.

Graph D depicts the probability that a person .is in mastery state

M1, as opposed to a new nonmastery state composed of both M2 and M3.

It can be seen that when states M2 and M3 have been thus combined, the
probability of being in state M1l is greater than when all three states
were analyzed independently. For observed scores of 70% or 80% correct,
there is slight difference in the decisions that would be made under, the

"independence" versus "composite" conditions. However, if a score of
60% were observed, the possibility of distinquishing between M2 and M3
would be lost when those states were combined. This loss of informa-
tion may be very important if there is a large difference in cost be-
tween the selective training required for people in the M2 state and
the extensive retraining needed for those in M3. This example also
illustrates the potential significance of maintaining the integrity of
the various nonmastery states. If the instructional decisionmaker knew
the p(Ml) with great. accuracy and also knew that there were two nonmas-
tery states, but decided to combine the two states of nonmastery intd
just one state, he or she would be throwing away potentially valuable
information. We shall return to this point in the discussion of Fig-
ure 5. ‘ A ’

%“-a N

The interrelationship between test length and three hypothe51zed

- mastery states becomes even more apparent in Figure 5. For example,

Graph A shows that the probability of being in‘state M1 for 80% correct
on a 5~item test is:about 0.48. The probability of being in state M2
(shown in Graph B) ‘for 80% correct on a 5-~item test is about 0.36.
There is thus a greater chance that a person whose score is 4 out of 5
is in Ml (p(MllT) = 0.48), instead of M2 (p(M2|T) = 0.36).or M3
(p(M3|T) 0. 16) However, if a score of '‘80% correct were observed

on a 40-item test, the graphs indicate that a much different decision
would be appropriate. In this case, p(MlIT) equals 0.21, p(M2|T) =
.78, and p(M3|T) 0.0l1." Hence, people scoring 32 out of 40 correct
should be classified as type M2 masters. Also note that a score of "
60% for any test length implies that these people should be placed in

the M3 state. )

For the data used in Figure 5, the probability of finding M1 type
masters is overall gquite low. Instead, for the levels of achievement
demonstrated by obtained scores of 60%, 70%, or 80%, it is more likely
that such scores were produced by people in mastery states M2 (p(l|M2) =
0.8) and M3 (p(1[M3) = 0.6).

-
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Graph D in this figure also represents the probability that a per-
son is in mastery state Ml as oppbﬁed to the new (non)mastery state
formed by combining states M2 and M3. In this example, most of the
probabilities in Graph D are lower than in Graph A. Atglance back at
Figure 4, Graphs A and D, reveals that the combination of states M2
and M3 increased the probability of classifying a person with a given
test score as a type Ml master. Inspection_.of the trends in Graphs A
and D of Figures 4, 5, 6, and 7 suggests that.the effect of combining
mastery states is to enhance the trend of the uncombined state. That
is, if the probability of being in state M1l is high when the three
states are treated independently,.the p(MlIT) will increase after M2
and M3 are combined. Conversely, if p(MlIT) is low when the three
states maintain their integrity, then combining states M2 and M3 tends
to decrease the p(Ml]T). '

F104{Chart Analysis of How the Bayesian

-Model Was Developed

The impact of adding a third mastery stgte to the development of
the model can be illustrated by tracing the logic that is required in
formulating a description of the examinee population. (Refer to accom-
panying flow chart for a schematic summary of this discussion.) The
first question the decisionmaker must ask (and which we considered)

- is: BAre there two or three states of mastery inherent in the examinee

population (Step A)? If two states are posited, parameter estimates

for p(M1), p(M2), p(1[M1), and p(1]|M2) are specified, along with plausi-
ble test lengths and values for the percent correct (Step B). The out-
put of the Bayesian processing is the probability that a particular
person is in the mastery state, p(MlIT) (Step D). A unique graph for
each of Figures 1, 2, and 3 was obtained by holding the prior and con-
ditional probabilities constant while simultaneously varying the test
lengths and percent correct that would plausibly be observed (Step E).

“If three states are hypothesized, parameter estimates for p(M1), p(M2),

p(M3), p(1|M1), p(1|M2), and p(1|M3) need to be specified, along with
values for test lengths and percent correct {Step F).

. ,
- Now if three states are postulated, a second decision must be
made (Step G). It would seem to be usually desirable to determine the
probabilities of a person's being in each of the three states (Step I).

Having obtained these probabilities for selected values of prior and
conditional- probabilities and over a range of test .lengths and percent
correct scores, Graphs A, B, and C can be drawn such as those shown in
Figures 4, 5, 6, and 7 (Step J). .

However, in some instances it may be more convenient to combine
the information known about two of the three mastery states. ‘For ex-
ample, even though one mastery state and two nonmistery states are hy-
pothesized, the decisionmaking process may require that people be
divided into only two groups--"mastery" and "nonmastery." In the

" present example, states M2 and M3 were combined (Step K). The result

18
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of Bayesian processing on these combined data is the probability that
a person is in the new mastery state (Step M). Iteration of this pro-
cedure for various test lengths and percent correct scores over the
same prior and conditi#nal probabilities yields Graph D curves, such
as those of Figures 4,%, 6, and 7 (Step N). ’

The differences that result from following each of the three paths

- in the flow chart can be seen by comparing Figures 3a, 5A, and 5D. 1In

each case the prior probability of being in mastery states Ml was set
equal to 0.50, and the conditional probability that a type M1l master
would make a correct response to an item was set equal to 0.90. Fig-
ure 3A corresponds to path A,B,C,D,E in the flow chart. Figure 5a
corresponds to path a,F,G,H,I,J; and Figure 5D corresponds to path
a,F,G,K,L,M,N.

In Figure 3a, p(lIMZ) = 0.6, that is, a nonmaster has a 60% chance
of correctly responding to an item. However, in Figure 5D the nonmas-
tery state is the combination of states M2 and M3, with probabilities
of responding correctly to an item of 0.8 and 0.6, respectively. The
effect of combining M2 and M3 is to create a new (non)mastery state,
where the probability of a correct response is a weighted average of
the values for the uncombined groups. By defining a relatively high
ability intermediate state and then combining it with a relatively low
state, the probability of being in the highest mastery state is lower
than if that intermediate state remained undefined. 1In fact, if the
Figure 5 values of  the prior and conditional probabilities are valid
representations of the "real" states of mastery, but the values of Fig-
ure 3 (which are a simplification of the Figure 5 values) are used for
decisionmaking, then people-achieving scores of 80% will be falsely
classified as type Ml masters. ’ :

The differential trend between Graphs A and D of Figure 5 is note-
worthy, although the absolute magnitude of the tyrend is rather small.
For different parameter estimates (of prior and conditional probabili-
ties), the effect of combining groups may be much more extensive. Note
also that the information provided in Graph D refers only to she-proba-
bility of a person's being in the mastery state and does not directly
show the loss of information about the two discrete nonmastery states
that have been combined. Furthermore, when two mastery states are
combined and contrasted to a third nonmastery state, the changes in‘-*
the probability of being in the newly defined mastery state will often
be quite different from the probability of being in the original mas-
tery state. : -

It must be emphasized that unrealistic descriptions of the examinee
population (in terms of number of mastery groups) can cause severe dis-
tortions in classification accuracy. For example, had the decision-
maker hypothesized only two states when, in fact, training had produced
three fairly distinct states of proficiency, the results of his analysis
could be highly misleading. . Thus, note that the 80% line of Figure 3A
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ascends as more items are added (i.e., p(Ml]T) increases), whereas the
80% line of Flgure 5p descends (i.e., p(Ml]T) decreases) as more items

are added.

Cautlon must also be observed in the opposite case, where one
might be tempted to specify more states of mastery than are actually
present, in an effort to extract more information than is.justified by
the test data. )

Thé'present Bayesian model is not limited to three mastery states.
Exploratory analyses have been conducted with up to five mastery states,
and it is also hoped that the model can be generalized to deal with con-
tinuous distributions.

TEST LENGTH AND MISCLASSIFICATION ERROR

One of the most important questions that must be. answered in de-
signing a training evaluation pProgram is "What is the probability of
falsely classifying a person on the basis of a given observed score?"
It is also pOSSlble to turn the question around and ask "How long must
a test be, and what score is required for classification decisions to
be made with some specified lower limit of misclassification?"

Figures 8 and 9 demonstrate how the Bayesian model can be used to
answer these two gquestions. Assuming that the prior and COndlthnal
probabilities are realistic and fixed, the important variables are then
test length and cutting score. Suppose that p(Ml) = 0.9, p(M2) = 0.1,
p(1|M1) = 0.9, and p(1|M2) = 0.6 as in Figures 8 and 1lA. In this ex-
ample, the prior belief that an untested trainee is a master is very
high, p(Ml) = 0.9. A reasonable question might therefore be "What
score must be observed such that a nonmastery decision can be made ‘with
at least 90% confidence?" (In other words, what data are required to
force a reversal in the prior belief?)

To be 90% confident of a nonmastéry decision, p(MZIT) must be
equal to at least 0.90. Since the sum of p(M1|T) and p(M2|T) equals
1.0, p(MlIT) must therefore not be greater than 0.10. Referring to.

Figure 8, a horizontal line crossing the ordinate at 0.10 can be drawn.

This line crosses the curve for a 5- -item test at a point. corresp0nd1ng
to 26% correct. The next lowest possible test score is one correct
(20%) , so the deCLSiOn rule is that all persons scoring one correct or

‘less should be considered nonmasters. The point on the ordinate cor-

respondlng to 20% correct on the 5-item test is about 0.05. Hence, N

the final decision rule states that nonmastery decisions based on an
observed score of 1 correct out of 5 can be made with 95% confidence
(1.00 ~ 0.05 = 0.95). For observed scores lower than the cutoff score,
the confidence in making a correct decision must increase. Continuing

with the present example, the p(MlIT) if zero correct are observed is

.

2
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viréually equal to zero. Hence, those persons who get no items right
may be classified as type M2 nonmasters with nearly 100% confidence.

A similar analysis applied to the 40-item test curve indicates

that the cutting score should be about 73% correct. The next lowest
possible score to 73% is 28 correct out of 40 items, or 70%. The proba-
bility of mastery, given an observed score of 28 correct, is about 0.04.
At such a" low value of p(MllT) the chances for misclassification using

a 5-item test and a 40-item test are almost the same. However, the ob-
served percent correct at which the nonmastery decision is made for the
two tests is 20% on the 5-item test and 70% on the 40-item test.‘ Super-
ficially, two tests.of different lengths would seem to produce the same
decision outcome, and longer tests may not really be necessary for re-
ducing classification error. °

To appreciate the benefits gained from using ionger tests, we

.must examine the entire curve. Note that at 80% correct, the 5-item
test yields a p(MlIT) equal to 0.92. This result means that, on the
average, 8% of the mastery decisions will be in error, since p(M2|T)
equals 0.08. For the 40-item test, the probability of mastery, given
80% correct, is about 0.99. That is, there is only a 1% chance that
an examinee of nonmastery competence would be incorrectly classified
as a master.

A test that distinguishes sharply between masters and nonmasters
is one in which the probability of mastery is close to either 0.0 or
1.00 for most obtained scores. On such tests there is only a small
region in‘which classification error is large. For example, in Fig-
ure 8, for the 40-item test the region where p(MlIT) is greater than
0.1 and less than 0.9 extends from 71% to 77% correct. This means that
the probability. of misclassification (calling a true master a "nonmas-
ter," and vice versa) will exceed 0.10 only when observed scores range
from 71% to 77% correct. 1In contrast, the region of the 5-item test
curve for which p(M1|T) is greater than 0.10 and less than 0.90 extends
from about 26% to about 79% correct. Hence, there is a much larger
region for which the probability of misclassification exceeds 0.10.
Therefore, if classification accuracy is to be maximized over the en-
tire range of possible tegt scores, longer tests are required. Ideally,
a very long test woul uce a step function, for which the proba—
"bility of‘a given maste state would be very close to either zero ory,. ..k
one. 2t

ed in a manner similar- to that for Figure 8.
utstanding characteristic that merits special
attention. = If nonmaste decisions must be made with 90% confidence,
and a horizontal line at (MIT) = 0.1 is drawn, the line does not in-
"tersect the curve for the 5-item test. This means that it is not pos-
sible to classify a nonmaster with 90% confidence if a 5-item test is
“used, given the parameters used in Figure 9. If resource or time con-
straints are such that no more than five items may be given, and if the

2 44
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parameter values used in Figure 9 are realistic, and if 90% confidence
for mastery decisions are required, then there is no reason to test.
Testing is irrelevant because no matter what score is observed, in-
cluding zero correct, the decision rule compels a mastery decision to
be made. 1In fact, for the present values, the probability of mastery,
given zero correct, is equal to 0.21. This simply means that if per-
sons obtaining a score of zero are classified as nonmasters, 21% of
them will be misclassified, on the average. ) X

The implication of these results for performance testing is obvi-
ous. Since performance tests are often rather short, it is essential
to recognize the magnitude of misclassification error that can be in-
curred with such test&._ Designing tests that have clear and direct
relation to actual performance is certainly a worthwhile and much-needed
effort. However, reasonable levels of confidence in classifying train-
ees must not be sacrificed merely for the sake of using conveniently

short tests. N »

SUMMARY AND CONCLUSIONS

iThe present simulation study highlights some very pertinent issues
for test developers and educational decisionmakers. The simulated re-
.sults demonstrate expllcltly the effects that changes in the estimates
of ‘the* eéxaminee populatlon quallty:dnumber df'assumed mastery states,
criteria required for mastery cla#sification, and test length can  havi
on the probability of correctly classifying a particular examinee.
Furthermore, the simultaneous manipulation of combinatiens of these
parameters can produce drastic -and complex dhanges in the probaﬁ;llty
- of correctly classifying a spe01f1c examinee.

A unique feature of any Bayesian model is the qﬁed for "pri;L" in-
formation. 1In the present context, this is the estimate of the propor-
tion of masters and nonmasters in the examinee population. The more
accurately that such an estimate can be made, the greater the value in
using a Bayesian approach: "It is this increment in information that
is,equivalent to prior observations which permits a reduction in test
length when a Bayesian procedure is used" (NOVLCk & Lewis, 1974, p.
149, italics_jadded).. If the number of items or trials that can be 7
-givena;;ugjxé:t is constrained {such as the cost associated with firing
live itfon in tank gunnery or f1e1d artlllery), then a Bayéesian
model may be de51rab1e. )

\

. The simulation results also demonstrate thaﬁ:a criterion for mas-
tery (usually expressed as a percent correct of all pagsible test items
that could be given) is not-invariant across various test lengths. The
significant implication is that the probability of correct classifica-~
tion varies as a function of test length, stery criterion, and their
interaction. Classification accuracy impr:$es with longer length tests
and with stricter mastery criteg}a. However, there is a point of

f

25



Q

ERIC

Aruitoxt provided by Eic:

) & n . . .
diminishiné}returns, for which increases in testvlength or criterion
strictness yield successively smaller increments in classification
accuracy. : -

)

Another unique feature of the Bayesian approach is that it yields
the probablllty of a mastery state, glven'or condltional, upon a spe-
cific examinee's test ‘8core. Since the mastery. state is probab111st1—
cally inferred and not assumed, it is not pos51ble to ¢ompute false
positive and false negative error rates. However,; the model seems to
be asking the correct question: "What i's the-probablllty that a given
examinee is a master, given his test score?" 'An ‘altérnative binomial
model does give the false positive and false negative error rates but
does not give explicit information about a speclflc ‘examinee. This
is because it assumes 4 certain mastery state and theén works, "backwards
to ecomplete the misclassification rates for that hypothe51zed mastery
state, instead of using prior data to 1nfer.the unobservable mastery
state. . . . oo , ;

Hershman's (1971) original formulation of the Bayesian model com-
bined several states of nature into a ‘smaller number of states, under
the assumption that the prior probabilltles of the new states were
equal. This assumption leads to the: conclus1on that it ig generally
undesirable to combine states of nature f(mastery) because of the severe
distortions in classification accuracy that. arise. 1In contrast, our
approach was to simply combine the prior probab111t1es, but not to -
equate them as Hershman did. Hence, p(Ml) .25, p(M2), = .3, and
p(M3) = .45 would be combined into the values p(Ml) = .25 and p(M2,3) =
-75. The effect of this method of combinlng prior probabilities caused
relatively little change in c1a551f1cation accuracy, compared to the-
case where the mastery states were processed dlstlnctly.. Our approach
of combining prlor information seems more reasonable, .since one would
expect that the probability of one state ‘'which 4is not combined.with
any other should not be affected when tHe others arefcombined This
may be called an "independence of states.o6f nature" assumption. i

-~

The final rather significant, insight to be.gleaned concerns.the
issue of minimal test lengths that are required when limits for the
probability of misclassification have been specified by the éxaminer.
It has been analytically shown that a test can be too- short to be of
any value in decisionmaking,. depending upon the-mlsclass1f1catlon rate
that the examiner is willing to tolerate. What this model  does is to,
show explicitly the risks involveg@ in using a given length of test,
once the tolerance for mlsclassiflcatlon error has been specified by .
the examiner. L T o .

v . I8 . . . (3
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APPENDIX

A COMPUTATIONAL EXAMPLE FOR THREE MASTERY STATES

The following example illustrates the computations necessary for
processing data with the Bayesian model. The values chosen for.this
example correspond to Figure 4. Assume that there are three states of
mastery, and unequal prior probabilities for these three states. The
educational decisionmaker must provide estimates for the prior proba-
bilities of master, p(Mi). For this example let us assume the values
to be p(Ml) = .5; p(M2) = .3; and p(M3) = .2. The decisionmaker must
also provide estimates for the conditional probability of getting any
given test item right, given each mastery state. Use the following
values as the condition&l probability of getting an item right, given
a mastery state: p(l|Ml) = .8; p(1|M2) = .6; p(1|M3) = .5. The con-
ditional probabilities of getting an item wrong given a mastery state
are p(0|M1) = .2; p(0[M2) = .4; and p(0|M3) = .5.

First we need to calculate the probability that an 1tem is answered
correctly. For the overall populatlon,

S
= p(tj = correct) = I p(Mi)p(tj = correct|Mi) = (.5)(.8)

% im1

: + (.3)(.6) + (.2)(.5) = .68.

Likewise,
s
£ p(Mi)p(tj = wrong|Mi)
i=1

wrong)

]

- p(t]

(.5)(.2) + (.3)(.4) + (.2)(.5)ﬁ= .32.

We also need to obtain the set of conditional probabilities for the
different mastery states, given that an individual item was responded
to either correctly or wrongly. The general equation is

e p(Mi)p(tj]Mi) .
p(Mlltj) = p(t3) .

ot

1
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! ‘Substituting the ‘above values yields

/_ .
- p(Mlitj = correct) = (.5)(.8) + .68 = .588;

‘ p(M2|tj = correct) = (.3)(.6) i .68 = .265; and
a , p(M3[tj = correct) = (.2)(.5) ¢ .68 = .147.

(Note that the sum equals 1.0.) Finally,

p(Mlitj = wrong) = (.5)(.2) .32 = ,3125;
. p(M2{tj =-wrong) = (.3)(.4) .32 = .375; and
- . p(M3|tj = wrong) = (.2)(.5) .32 = .3125.

Y e e - -

If 6 items were answered correctly on a 104item criterion~referenced

N
test, the followxng o p(MlItj) *values resulu
j=1 y»ﬂ

d ¥

4 6 A

; ) : s
Ml = 3.9 %x 10 ; M2 = 6.8 x 10 N M3 = 9.6 x 10

Finally, the general Bayesian formula ylelds the conditional probability
‘for each mastery state given the total test sScore. For example,

f - - 4 ‘
" pwui|T) = = (3.9 x 10 )—6 _ _ - = .272.
(5? B0 %107 | (6.8 x 107 | (9.6 x 10 )
. ) ; 5 .t — 9
‘ (.5) (.3), | (.2)

‘similar c%lculations yield p(MZIT) = .4?§‘and p(M3|T) = .254.

In order to combine mastery statengZ and M3 into a single mastery
state (which could represent comblnlng»the two degrees of nonmastery,
Figure 4, Graph D), the following calcu;ations are required. °‘The values

N
for p(M1) and p(MlItJ) rem%in the same, 5 and 3.9 x 10~4, respectively.
j=1
The new nonmastery state (M2') occurs as a result of comblnlng the pre-
vious states M2 and M3. Hence, :

p(M2') = p(M2) + p(M3) = .3 + .2'= .:5,*

‘ p(M2' Itj = correct) = p(MZItJ = correct) + p(M3ltJ = correct)
= ,265 + .147 = .412, and

p(M2 ltj = wrong) = p(MZItJ = wrong) + p(M3]tj\= wrong)
= 375 + .3125 =5.6875.

v

i . ; )
g ’ a 48 . ; '
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Calculation pf m p(M2']|tj) yield
. i=1 : T
3
-3
1.09 x 10 ".

Entering these new values'into the general Bayesian Formula, the follow-
ing values of p(Ml'IT) and p(M2'|T) are obtained:

X

S , -4
pM1'|T) = - 2.9 % 10 o= 264,
| 9](3.9x 10™%  (1.09 x 1073
(.5) 5 + 5
(.5) ’ (.5)
-3 ¥
1.09 x 10 I

pM2'[T) = 2

9 [(3.9x 107 | (1.09 x 1073
(.5) 9 + 9
BN - (.5)

Some interesting ﬁropertiés of the model emerge when an alternative
procedure for combining mastery groups is used. Note that to combine
two mastery states it is not necessary to calculate new values for
p(llMZ') and p(Ole'). However, it is possible to show that these val-
ues are weighted averages of p(1|M2) and p(1|M3), and p(0|M2) and
p(OlM3), respectively, where the weights are the relative proportions
of the new stateiéccouﬁzga for by each of the previous states. The
calculations follow. '

Since p(M2) = .3 and p(M3) = .2, state M2 accounts for 60% and M3
accounts for 40% of the new state M2'. Hence, the value of

(.6)(.6) + (.4)(.5) .56 and

(.6)p(1]M2) + (.4)p(1]M3)

p(l|M2')
L44.

p(0|M2")

(.6)p(0[M2) + (.4)p(0[M3) = (.6) (.4) + (.4)(.5)

Using these new values, s

AY

. X
p(tj = correct) = p(M1')p(1|M1') + p(M2')p(1[M2")
(.5)(.8) + (.5)(.56) = .68 and

wrong) = p(M1')p(0|M1') + p(M2')p(0|M2')
(.5)(.2) + (.5)(.44) = .32.

. p(t]

' finally, p(MZ'Il) and p(M2'|O) may BE calculated.



_ pM2Y)p(L[M2t) _ (.5)(.56) _ .,

p(l) .68

and .

pM2)p(o|M2*Y _ (.5)(.44) _
p(o) = .32 A .6875. !

p(M2'|0)

These values are the same as those obtained by the siméle addition pro-
cedure shown above. '

This eXxercise serves to illustrate the effect of combining two mas-
tery states. Combining states M2 and M3 creates, in effect, a new dej;
scription of ,the examinee population in which only two mastery states
are hypothesized. The parameter estimates for ﬁhe new states in this
example, are , I o

-

p(Ml) = .5. . p(M2) =.5 ;
v p(1jM1) = .8 p(l|M2) = .56.

. In choosing to combine'groups, the decisionmaker must consideé whether

‘a. two-gtate description of the population with parameter estimates such
. ag those.above is a better representation than the original three-state
-~ descriptions with parameter estimates. :

p(Ml) = .5, p(M2) = .3, p(M3) = .2,
p(1|M1) = .8, p(1|M2) = .6, p(1|M3) = .5.

ou
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